BI-VARIATE STATISTICAL ATTRIBUTE FILTERING: A TOOL FOR ROBUST DETECTION OF FAINT OBJECTS
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We present a new method for morphological connected attribute filtering for object detection in astronomical images. In this approach, a threshold is set on one attribute (power), based on its distribution due to noise, as a function of object area. The results show an order of magnitude higher sensitivity than a state-of-the-art method.

Introduction

In astronomy the SExtractor (Source Extractor) [5] is used to detect astronomical sources in images. The problem is threshold selection [6], with the added difficulty that edge information is usually absent. Inspired by similarities between SExtractor and so-called Max-Tree approaches [7], we propose a new scheme for multi-threshold selection and object detection, which varies the threshold depending on the properties of connected components in threshold sets. We introduce a new filtering method, which uses a statistical test on the integrated power within a component, as a function of its area. This sets lower thresholds for extended sources than for compact ones.

SExtractor estimates the local background and noise, and computes a local hierarchy of thresholds, which binarizes objects at a series of levels. Connected components at various threshold levels are considered candidate objects. If a single component at the lowest threshold corresponds to a single component one level higher, both are considered parts of the same object. If multiple components at a higher level are contained within a lower, the object is split by influence zones. The lowest threshold is chosen globally; within each connected component at the lowest threshold level, thresholds are computed depending on the maximum grey level within it. Components below some area threshold are ignored.

The approach used is similar to the Max-Tree approach [7] used in attribute filtering [3]. The difference is that in the Max-Tree all possible thresholds are considered using one of many fast algorithms [2, 7, 8].

A Max-Tree is built from the connected components of all threshold sets of the image. The leaves represent the regional maxima, each node in the tree represents a connected component at a given threshold level, known as a peak component. Since these components are nested, it can easily be seen they form a tree structure. Fig. 1 shows a 1-D example. During tree construction, one or more attributes can be computed, to allow removal of nodes that fail a criterion. Usually, a single attribute such as area is used, and this is compared to a predefined threshold [3]. In this work we will compute the threshold on one attribute based on the value of another.

In the rest of the paper, we first deal with the problem of background estimation. We then present our object detection method. Finally, we present results and conclusions.
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Background estimation

The image is the sum of a background \( B \), objects \( O \), and Gaussian-like noise where the variance is equal to \( g(B+O)+R \), with \( g \) the inverse of the gain, and \( R \) due to other noise sources. The background has to be estimated and subtracted from the image. As a first approximation, we assume \( B \) to be constant, which seems to work for the images from the Sloan Digital Sky Survey (SDSS) DR 7 [1]. By contrast, SExtractor uses an adaptive estimate, which unfortunately correlates strongly with objects present in the image, as shown in Fig. 2. We compute an estimate of \( B \) by finding tiles which are devoid of objects, i.e. they are flat. A tile of the image is flat if the values are consistent with a single Gaussian distribution. We then approximate constant \( B \) by taking the mean value of the flat tiles, which are likely to belong to the background.

The \( \chi^2 \) test [4] detects deviations from a Gaussian distribution, but does not take into account the positions of pixels. A slope due to an object might be present, while the overall distribution ignoring the positions is Gaussian-like. To counter this, \( t \)-tests of equal means for different parts of the tile are used as well. We simultaneously estimate the variance in the background regions.

Max-Tree Object Detection

Obviously, a small excursion in brightness over a large area is more significant than a similar excursion in a smaller area. Therefore, we compute the area, simply by counting pixels, and the power [9] given by

\[
\text{power}(P) = \sum_{x} (f(x) - f(parent(P)))^2
\]  

for any peak component \( P \), in which \( f \) is the grey level of a pixel \( x \). These two combined allow use of a statistical test to determine the significance of a feature found in the Max-Tree.

With the background removed, the variance of the noise is \( gO + \sigma^2_B \) where \( \sigma^2_B = gB + R \) is the estimated variance in the background, given our method. The values below 0 are no longer used and are set to 0. In the Max-Tree representation of the image, nodes are marked as significant by \( \text{RejectNoise} \) if it is unlikely that they are due to noise.

Let \( P \) be a node with the root as parent and \( A \) its area. In this case \( f(parent(P)) = 0 \). If \( P \) is due to noise, the distribution of \( f(x)/\sigma^2_B \), for \( x \) in \( P \) is \( \chi^2 \) with one degree of freedom, and \( \text{power}(P)/\sigma^2_B \) is \( \chi^2 \) distributed with \( A \) degrees of freedom which is used in the significance test. The test is repeated for other nodes by taking the parent node as the local background. The variance in those cases is approximately \( g f(parent(P)) + \sigma^2_B \).

The function \( \text{RejectNoise}(M, \alpha, g, \sigma^2_B) \) marks the significance of every node in Max-Tree \( M \), given significance level \( \alpha \), and \( g \) and \( \sigma^2_B \) as before. In the body of the function, we first compute statistic \( W \) for every node \( P \), as

\[
W = \text{power}(P)/(g f(parent(P)) + \sigma^2_B)
\]  

(2)

after which a \( \chi^2 \) significance test is performed. We mark \( P \) as significant if rejected.

FindObjects(M) heuristically labels significant nodes as objects. A significant node \( P \) in \( M \) represents a part of one or more objects. If \( P \) has no significant ancestor at a positive height, then \( P \) is labelled as new object. Other-wise, let node \( Q \) be the nearest significant ancestor of \( P \) along its root path. If there are multiple branches with significant descendants originating at \( Q \), the
branch with the largest area is marked as dominant. If $P$ is not in the dominant branch, it is labelled as a new object.

$\text{MoveUp}(M, \lambda, g, \sigma_g^2)$ is used to move object labels up in the tree by $\lambda$ times the standard deviation of the noise. The labels are removed when that is not possible. When moving up, the dominant descendant is each time the first choice, as it represents the same object. If no significant descendants exist, then a child with the largest power is chosen.

$\text{MTO}bjects(I, \alpha, \lambda, g)$ combines the support functions to process an image $I$. A Max-Tree is returned where the nodes corresponding to objects are labelled. In this function we first estimate the background mean and variance. The background is subtracted from the image, and negative values set to zero. We then build a Max-Tree, apply $\text{RejectNoise}$, followed by $\text{FindObject}$ and $\text{MoveUp}$. The resulting tree is returned. If $g$ is not given and the noise is mostly photon noise then it can be estimated by setting $R$ to zero.

**Applying a smoothing filter**

By default, SExtractor smooths images with a fixed kernel $H$ given by

$$H = \frac{1}{16} \begin{bmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1 \end{bmatrix}$$

(3)

The $\chi^2$ distribution no longer applies, because of dependency between the pixel values. The rejection boundary can be estimated by filtering unit-variance noise images, and creating Max-Trees for each of them. For every value of area, a histogram of the power is created from the nodes in these trees. The cumulative distribution function (CDF) of the power is estimated from the histogram. The CDF is used to create the rejection boundary shown in Fig. 4. This computation needs to be repeated whenever the filter is changed. The results can be stored for each filter, of course.

![Fig. 4. The rejection boundary computed from simulated noise images for $\alpha = 10^{-6}$.](image)

As a first quantitative experiment we generated simulated objects using IRAF, and added noise at different S/N. The results are shown in Fig. 5. Even at S/N=4.0, SExtractor has difficulties in extracting the whole object as a single entity. It detects a few disconnected pixels at 2.0, and fails to detect anything at S/N=1.0. Our method detects the object robustly down to S/N=0.5, so is at least 8 times more sensitive in this case. This difference depends on area, with our method outperforming SExtractor mainly on large objects as those in Fig. 5.

In a more qualitative test on real images, we processed 12 images from the SDSS DR7 [1], each containing a range of objects, including some merging galaxies with faint tidal structures linking them.

An example is shown in Fig. 6. Fig. 6(a) shows the SExtractor result, in which the merging pair is detected as two distinct galaxies. Using the SExtractor background, but combined with MTOObjects, results in Fig. 6(b), showing them as a single object containing two large components. Combining our background estimate with MTOObjects in Fig. 6(c) retains more of the faint outlying regions. This result shows that the improvements seen are due to both the new filtering method and the background estimation.
image in 1.5 s on an AMD Phenom II X4 955 at 3.2GHz, and scales with $O(N \log N)$, with $N$ the number of pixels [8].

We are working on improvements of the computation of the decision boundary, and parallel implementations, and will extend the experiments to include many more images.
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